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Whenever a situation presents itself in which a pair of
scores is obtained for each member of a p;roup of individuals
it seems that someone "runs a correlation". '~ore likely than
not the person 'fiillcompute a Pears·on r .

The purpose of this paper is twofold: first, to develop
the concept of correlation itself and second, to rJescrihr
and illustrate several kinds of correlation techniaues Rn~
to list the assumptions which must be met to aoply justiria-
bly each kind of correlation techniaue. No attempt will he
made to include any formulae for computin~ particular coerri-
cients of correlation. References will be provided at tile
end of the paper to satisfy this need.

The term "correlation" is used in a broad sense to in-
dicate the type of chanp;e, increase or decrease, in one var-
iable as a second variable takes on different forms or v2.1-
ues: e .«. "correlated curricula", "correlated services.'
"correlated textbooks," etc. The term "correlation" as used
in statistics (and the term should be called "st a.tLst.LcaL
correlation") implies a well defined mathematical function
of measurements on the two variables whose behavior is con-
sistent with what is impliec1 to the term "correlation" used
in the above examples.

People have different ideas when they speak about cor-
relation and hence, as we might exoect, there are many types
of statistical correlations. There is a possibility th&t
p;iven a specific situation no correlation technique woul~
satisfy all the reauirements and differences of oninion
Which arise in the selection of one of the many correlations
that can possibly be used.

In a typical problem to be analyzed throuvh correlation
there are two variables of interest and measurements are a-
vailable on both variables for each individual or instance
in a group. 1'0r example, suppose that achLevernent and abil-
ity in arithmetic for a Rroup of students in a certain cur-
riculum are measured in terms of scores on an acbt ever-on t
test and scores on an ability test. We may be interested in
studyin~ or evaluatinv the way in which the behavior on one
variable is accounted for by behavior on the other. rr we
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can control one variable then we may be able to control the
other, at least to some extent. 'In the case of the achieve-
ment and ability scores in arithmetic, if we find that a-
chievement scores increase when ability scores increase we
may be able to produce students with high achievement by in-
creasin~ ability scores of future students (perhaps through
an adjustment in course work). If one variable is measured
more easily than the other the concept of correlation can be
of help in predicting the value on the variable which is more
difficult to measure. For example, if we study the correla-
tion between school enrollment and total expenditurewe will,
in all probability, find that higher school enrollment leads
to higher expenditure. A study of correlation should be of
help in predicting the amount of funds which will be neces-
sary for increasin~ numbers of students.

After we have decided to study the correlation between
two variables our first step is to collect measurements for
each individual on the two variables under consideration. In
a situation where it is possible to measure the variables in
more than one way we should select those measurements which
reflect most clearly the significance of the two variables.
A measure of correlation should be sought that will v,ive the
most accurate ctescription of the concept of correlation. Tf
a complicated correlation formula is avoided in favor of a
simple one, from the standpoint of mathematical computation,
car-erul consideration must be given to the answers obtained
before arrivin~ at final conclusions or makin~ recommenda-
tions.

General Properties of Correlation

Statistical correlation has the following properties:
l. "correlation" is positive when larp-e values of one

variable are associated with lar~e values of the
other;

2. "correlation" is negative when large values of one
variable are associated with small values of the
other; and

j. "correlation" is small or close to zero when neitherlarge nor small values of one variable are associ-ated consistently with values of the other.
The scale used in indicating correlation runs from -1 to

+1 with zero as the mid-point. As the correlation coeffi-
cient approaches either -lor +1 we have a "high" relation-
ship (high negative or hi~h positive). As the correlation
coefficient approaches zero we say we have a "low" relation-ship.



Descriptions of Correlation CoefficientR
Pearson r

The most widely used measure of correlation is the pro-
duct moment correlation developed by Karl Pearson about 19OO.
The Pearson product moment correlation is ~enerally accented
to be the "best" correlation method to be used. The use of
this technique requires that the two variables have a bivar-
iate normal distribution. This is equivalent to the two con-
ditions (1) linear re~ression between the two variables (i.e.
the scores when plotted on a pair ofaxeR tend to fall alon~
a straight line) and (2), for any given valueon one variable
the distribution of scores on the other variable is normal
and these normal distributionR have the same variance. ~he
property of same variance is also referred to as homoscedas-
ticity. The assumptions for computing the Pearson r will
probably be met if the two diRtributions are unimoaal andfairly symmetrical.

Example: A principal is interested in examinin~ the
relationship between scores on an ability test and scoreR on
an achievement test for a ~roup of hi~h school freshmen. Pe
plots the pair of scores for each student on a pair of axes
(the reSUlting plot is called a scattergram). The scores on
both tests constitute continuous scales and the linearity of
relationship and homoscedasticity can be checked by observa-
tion of the scattergram. If these last two conditions are
apparent then all assumptions have been met and one may com.-pute the Pearson r.

Rank Difference Correlation

Frequently variables cannot be measured in absolute 1'-
nits or the absolute units that may be developed are subject
to arbitrary definitions (e.g., pattiotism, social adJust-
ment, etc.). For example~ -a salesman could be ranked from
highest to lowest in terms of personal appearance, RtudentR
could be ranked in order of adjustment, etc. A rank differ-
ence correlation (usually referred to as Spearman's rho--p)enables one to determine relationship between variables of
this type. The computation p is relatively simple and the
method is occasionally used in small samples (less than 30
pairs of scores) as a substitute for r. When used as a sub-
stitute for r it is possible to obtain-a good, though approx-
imate, estimate of r through the use of established formUlas,
if the assumptions for r as described above are justified.
However, inasmuch as these assumptions are difficult to meet
when dealing with rank-ordered variables, the calculation of
rank order coefficients of correlation is usually restricted
to the measurement of relationships between rank orders.



Example: In a class of beginning speech students the
teacher ranks the students on "stage presence" and "knowledge
about subject" in an attempt to determine the relationship
between these variables. Both variables are expressed in
terms of rank rather than in terms of a continuous scale,
hence, p would be a justifiable correlation coefficient to
compute in this situation.
Biserial r

In some situations one variable is measured continuously
but the other is measured in terms of a two-point scale.
~here may be reason to believe that the two-point scale is
actually a two-way splitting of a continuous scale. For ex-
ample, whether or not a student passes a course will depend
on his scores on tests over a period of a semester. ~he fi-
nal scale on which the pass or fail judgment is made is a
continuous one although the actual measurement is in terns
of the two-way split, pass or fail. In situations of this
type, the biserial r (rb) enables one to estimate the degree
of relationship between- the variables. The calculation of
rb requires that the scales for both variables be continuous,
Dnat homoscedasticity exists, and that the distributions of
both underlying variables are normal.

Example: An estimate of the relationship between test
scores and graduation from high school is desired. ~est
scores represent a continuous scale: the decision as to
whether or not a student graduates is based on a continuous
scale. The distribution of students along this scale as well
as along the scale of test scores could be assumed to be
normal. The rb would therefore enable one to estimate the
relationship b~ween the variables.

Under certain conditions the biserial correlation pro-
vides a good estimate of the Pearson~. However, when used
in this manner, the assumptions for the calculation for the
Pearson r must he satisfied.

Point .~iserial

If one of the'variab18s of interest is measured on a
continuous scale and the other is a true dichotomy (e.r.,
n.a Le - f'er-a.l e , 11vine-- cead ). The point biserial coeffi-
cient of correlation (rpb) may serve to estimate the rela-
tionship between the variables. The rpb is frequently use~
as a me asure of the d8gree to which the continuous variable
(liscriminates between the two categories of the dichotomous
variable. To compute rpb we need only to aSSUffi8homoscedas-tiel ty.



Examole: In a nhv sLca.lec'ucati.onclass the Lnst r-uct.or'
Nishes to determine if there is a relationship between sex
and st r-en--t n of p:rip.The first variable is a true dichotomy
and the second can be measured on a continuous scale. Assun-
·ing homoscedasticity we can then compute rob. .

Inasmuch as the point biserial coefficient is not pp-

stricted to normal distribution for the dlchot omtzed vari ab 1 e
it is ~enerally considered to be more widely aoplicable than
is the biserial r. Only under special circumstances can roh.
be used as an estimate of Pearson r.

'::'etrachoricr

If both variables are measured on a continuous seRle
but both have been dichotomized then the tetrachoric corre-
lation coefficient (rt) could serve to indicate the de~rpe
of relationship between the variables. CaLculat t on of rt re-
ouires that both variables have been measured ona contTnUous
scale and that the assumptions of linearity and nor-nal dis-
tribution of the underlyinp; variahles exists. It is reCOI'I-
mended that rt be used only in situations where the nunher
of pairs of scores is at least 200 and preferahly more than
300. Special care should be exercised to avoid the computa-
tion of rt in situations where the split in either variable
is extremely one sided (90%-lO~, 05r-05~, etc.).

Example: Three hundrerl students have taken a test anrl
the experimenter is interested in the relationship between
their test scores and their 10's. The students are divided
into two ~roups, those with la's of 100 or more and those
with IO's below 100. The students are also divided into two
groups based on the test scores--those with hip:h scores and
those with low scores (i.e., the total score distribution is
divided into upper and lower halves). Assuming linearity o~
relationship and normality of the underlying score distribu-
tions we may compute the tetrachoric correlation coefficient.

Two common correlations techniques exists which place
no restriction on the user in terms of assumptions with re-
spect to the distributions of the variables. These techniques
fall into a class of statistics known as nonparametrics.
Both techntque s are closely related to the Chi-square distri-
bution. This type of distribution is based on frequencies
rather than measurements.

Coefficient of Contin~ency

When the two variables are classified in categories,
the coefficient of contin~ency (C) may be used. C is di-
rectly related to the chi square technique which can-be used
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to test the independence of two variables. One of the major
advantages of Q lies in the fact-that no assumption pertain-
ing to the distributions of the variables need be made. Com-
putation of C requires only nominal measurement, the least
refined type of measurement we can have. The maximum value
of C depends on the number of categories used in the contin-
gency table and approaches 1 onlYM the number of categories
for the variables increases beyond 10. As an example or this
limitation on the maximum C consider a contingency table
where hoth variables have 3 categories (e.g., color of hair:
blonde, brown, ren, and color of eyes: blue, brown, green).
The maximum possible value ror C in this example is approxi-
mately .82.

Example: An indication of the relationship between
socio-economic class (high, middle, and low) and attitude
toward new taxes (approve, undecided, and disapprove) is de-
sired. No assumptions regarding continuity or distribution
are necessary and hence t~e coefficient of contingency is 8.
justifiable comoutational method in this example.

The contingency coefficient is not directly comparable
to any other measure of correlation.
Phi CoeP'icient

Lf the variables of interest are true dichotomies (rnaLe _
female, living - dead, etc.), the phi coefficient (~) may be
applicable. In actual practice 0 is used when the variables
are not true dichotomies. It is-recommended that this tech-
niaue not be used when the split on either dichotomy is ex-
tremely unequal (90~-10%, 95%-05%, etc.) because of the in-
fluence of the split on the maximum attainable value of 0.

Example: Two items on a test are scored "pass" or
"rail". The phi coefficient is a justifiable method of est i-
matin~ the relationship between performance on the two items.
Other Correlations

Three other correlational techniques should he men-
tioned. mhese are partial correlation, multiple correlatio~
and curvilinear correlation.

Partial correlation involves the removal of the efrects
of a third variable (or numher of other variables) from the
two variahles of interest. It WOUld, ror example, allow for
the investigation of the relationship between readin~ test
scores and intelligence test scores for a group of children
of different ages. Through the use of Dartial correlation
one could remove the effect of a~e differences on readin~
abt l.Lt v .



Multiple correlation is a method for examinin~ the re-
lationship between several variables at the some time. 'rho
net hod has great value in the problem of the Drec1iction of'
one variable from several variables. The coefficient of'
multiple correlation (R) presents an estimate of the rela-
tionship between the-one variable and several others on
which it appears to depend. The multiple R is an indicatIon
of how accurately the scores from these several indepenc1ent
variab les represent the actual value of the dependent varia--
ble.

Curvilinear correlation techniques should be emnloyerl
Nhen the assumption of linearity, "needed in all other meth-
ods, is not apparent or even suggested. This will occur
'.",hen one variable increases at a much more rapid rate than
the other or in a situation where as one variable increases,
the other increases up to a point then decreases. The tech-
nique here involves the use of the correlation ratio or eta
(n) coefficient. The variables involved must be continuous.

Final Comments

Finally, with regard to the interpretation of any cor-
relation coefficient, it is important to remember that cor-
relation is always relative to the conditions under which it
is obtained. One must constantly keep in mind the variables
being measured, the way in Which they are measured and the
choice of correlational method employed. We shou l o not use
the term, "correlation" as if it were an exact quantity: in
reality it is completely relative and must be interpreted in
light of the circumstances involved.
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